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Organic Computing Methods
for Face Recognition

Methoden des Organic Computing zur Gesichtserkennung

Rolf P. Wiirtz, Ruhr-Universitat Bochum

Summary Automatic face recognition is a slowly matur-
ing and economically highly important technology, which still
falls short of the high expectations set on it. The variation
in images taken from the same person makes face recogni-
tion systems difficult to design — it is impossible to explicitly
code all variability. Successful systems have relied heavily on
the principle of self-organizing many fragile cues to arrive
at a robust decision and have been built by learning from
biological systems. The paper describes the techniques of elas-
tic bunch graph matching as a hierarchical integration of
image pixels into Gabor responses, jets, graphs, and bunch
graphs. Beside face recognition, these concepts are used for
face classification learned from examples. It is attempted to
develop them further to reach a complete parameterization
of all faces. Methods for more general object recognition
using the same Organic Computing principles are outlined
and include the concept of end-stopped cells as corner detec-
tors.
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1 Introduction

Computing, because the compli-

»»»  Zusammenfassung Automatische Gesichtserken-
nung ist eine Technik von immensem wirtschaftlichen Interesse,
die aber die hohen Erwartungen noch nicht erfiillen kann. Die
Schwierigkeit besteht darin, dass die Variation der Bilder ein
und derselben Person nicht explizit kodiert werden kann. Er-
folgreiche Systeme sind auf dem Prinzip der Selbstorganisation
vieler unzuverlassiger Hinweise zu einer robusten Entscheidung
aufgebaut und sind von biologischen Systemen inspiriert. Die
Arbeit beschreibt die Technik des Bilindelgraphenmatching als
hierarchische Integration von Pixeln zu Filterantworten, Jets,
Graphen und Biindelgraphen. AuBer der Personenerkennung
werden diese Konzepte auch zur Klassifizierung von Gesichtsei-
genschaften verwendet, die vollkommen aus Beispielen gelernt
ist. Sie sollen zu einer kompletten Parameterisierung aller Ge-
sichter weiterentwickelt werden. Methoden zur allgemeinen
Objekterkennung, die auf denselben Prinzipien des Organic
Computing beruhen, werden angedeutet, z.B. das Konzept der
End-stopped cells zur Eckendetektion.

.4.7 [Feature Measurement] 1.4.10 [Image Representation] 1.5.1 [Models] 1.5.4 [Applications — Computer Vision]

ment images and image sequences

Automation has a huge demand
for interpreting the data acquired
from sensors. This is problematic
because the environment is gener-
ally much too complicated to allow
for a good computational model.
The most informative sensors are
cameras and the most important
task for understanding their output
is the identification of known ob-
jects. Computer vision is expected
to gain substantially from Organic

cated models must self-organize to
a large degree.

On an abstract level, a recogni-
tion system requires a data format
for stored objects, a method to com-
pare given images with those objects,
and a method to turn the result-
ing similarities into a decision about
the object’s identity. For efficient
application to real world data, the
efficient organization of the object
database and methods to preseg-

become important. The subsystems
to perform these tasks can be de-
signed by using the Organic Com-
puting principles of “Learning from
nature” and “Self-organization”.
Meaningful objects occupy an
extended part of the visual field, but
the data format in a camera (or
on the first layer of the retina) is
that of unrelated pixels which must
be actively organized into a coher-
ent whole if they belong to one
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object. In the visual system of the
brain this is done by a complicated
and highly recurrent network whose
global properties are still poorly un-
derstood. In our endeavor to build
a technical system for face recogni-
tion we have followed the concept of
hierarchical self-organization from
the image pixels up to a decision
about the identity of the observed
person.

Comparing given images re-
quires a process which can register
images in the sense that only image
points which belong to the same
physical point on the object are
compared. Finding these points in
a given image is known as the cor-
respondence problem, which is at
the heart of many computer vi-
sion problems, but general solutions
have not yet been found. We have
used self-organizing dynamics on
various levels of abstraction to solve
it well enough for recognition pur-
poses.

2 Jets and model graphs

The data format for the first in-
tegration step has been gleaned
from neurobiology. The first step
of processing in the visual cor-
tex of the brain can be regarded
as filtering by a huge set of neu-
rons, each specialized to a local part
of the image (its receptive field),

a preferred orientation and a spatial
frequency (or scale). The mathe-
matical modeling of these cells’ re-
sponses is done by complex-valued
Gabor functions [2]. As an inter-
esting aside, these response profiles
are themselves a result of self-orga-
nization. When neurons are shown
many real images and given the con-
straint that their activity should be
sparse, they develop precisely the
properties of simple cells [9]. There-
fore, they are well adapted to the
task of processing natural images.

The next integration step is
done by combining the responses of
all the cells specialized to the same
location but at different scales and
orientations. The resulting vector is
called a jet and describes the image
patch in the area. For a global object
description, these jets are further or-
ganized into spatial arrangements,
which are formally coded as labeled
graphs.

3 Self-organized
correspondence finding
Given the data structure of a labeled
graph the correspondence problem
can be solved by the self-organiza-
tion of a neural net with rapidly
modifiable synaptic connections [4;
14]. The architecture of the net
consists of an input layer which con-
tains the transformed image data

and as many model layers as there
are faces to be recognized. The
layers are interconnected recurrently
such that each pair of image and
model location has a link with
a strength that can be interpreted
as a likelihood for being corres-
ponding. This is initialized by the
similarities between the jets. Then
rapid learning dynamics start, which
support the growth of such links
that connect similar jets and of
link combinations that preserve the
rough neighborhood relationships
(graph edges) between points in
image and model graph. Addition-
ally, there is strong competition be-
tween all links originating at a single
cell and all links targeting a sin-
gle cell. This supports the develop-
ment of one-one connections out
of a state with undetermined cor-
respondences. Furthermore, com-
petition between models enforces
convergence to the recognition of
only one model [19].

The simulation of this self-or-
ganizing process on a sequential
computer is rather time consuming
— in the range of minutes on a stan-
dard PC. Recently, a self-organizing
network based on minicolumn dy-
namics has been formulated, which
has much higher intrinsic paral-
lelism by employing more cells [8].
An alternative approach is to in-
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Figure 1 A basic form of elastic graph matching for face recognition. A stored face is represented by a graph (left), whose nodes are labeled with jets
(center), which are organized sets of responses of feature detectors. Each disk represents a jet attached to the respective node on the graph. The disk
segments stand for cells selective for orientation (arranged angularly) and spatial frequency (arranged radially). The gray shades inside the segments
show the activation of the cells. To solve the correspondence problem a self-organized matching scheme finds the most similar graph in an input image,
the comparison of those graphs is independent of the position and robust against other influences like 3D-movement and occlusion.
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troduce special map-coding neurons
(maplets) [22].

For technical purposes the sys-
tem described above has been fur-
ther abstracted into a hierarchical
optimization in various ways [4; 20].
The detailed neuronal dynamics
have been replaced by a poten-
tial function, which has the desired
correspondence structure as its op-
timum, together with a hierarchical
optimization scheme, which decom-
poses the search space into the
geometrically most probable degrees
of freedom. Once good correspon-
dences are established, similarities
between local features are added up
to a robust similarity measure be-
tween the images and finally lead
to a recognition decision. Even after
careful optimization on the algo-
rithmic and software levels, corres-
pondence finding remains the most
time consuming part of face and ob-
ject recognition.

4 Bunch graphs

In the special case of face recogni-
tion the situation can be greatly im-
proved by storing many candidate
faces together with the correspon-
dences between them in one data
structure called a bunch graph [18].
It has the same graph topology as
a model graph, and the nodes are
labeled with jets of corresponding
points in all faces. There is one node
for the right eyes of all faces, one
for all nose tips, etc. This is the
fourth integration step in the hier-
archy started at the pixels.

Bunch graph matching can ba-
sically proceed in two modes. In
recognition mode it simply works as
a set of model graphs and similar-
ities are evaluated for each person
in the graph. Point correspondence
is a transitive relation, and there-
fore the internally stored correspon-
dence structure allows to restrict the
time consuming matching to one
global graph. The part with lin-
ear complexity in the number of
candidates is thus reduced to the
very rapid evaluation of jet sim-
ilarities between readily matched
nodes.

In the more interesting find-
ing mode the local jets of different
candidates are compared for maxi-
mal similarity independently of each
other and thus allow application
to situations where the person in
the image is not part of the bunch
graph. This mode of bunch graph
matching has also been called gen-
eral face knowledge, because of its
potential to describe all possible
faces as combinations of known
patches, once enough faces are part
of the bunch graph. It has turned
out that about 100 faces are suffi-
cient to code for all possible faces.
The algorithm has a strong self-ex-
planatory component in the sense
that the information of which facial
parts resemble which of the can-
didates stored in the bunch graph
is readily available. Current imple-
mentations on standard PCs (3 GHz
dual Xeon processor, 2GB RAM)
can recognize a person out of
a database of 1000 in about 6 sec-
onds.

This property of bunch graph
matching has been further exploited
by attaching personal properties to
the candidates. Simple examples in-
clude “gender”, “beardedness” and
“wearing spectacles”. Attached to all
candidates in a supervised manner
they are inherited by all their respec-
tive jets. Applied to an unknown
face, the locally best fitting jets can
make a majority decision (jet vot-
ing) about the global property of
the face [17]. This decision is purely
learned from examples. Rules like
the constraint that eye jets are irrel-
evant to “beardedness” need not be
specified. As a more complicated ex-
ample, the method has been applied
to the classification of rare genetic
diseases which influence the facial
appearance [6]. Given the choice
between five such diseases perform-
ance was close to that of human
experts.

For many applications like video
phones or facial gesture recognition
it is important that facial points are
tracked reliably in a video sequence.
This is only possible if tracking
is constrained by model knowledge

about the object to be tracked.
In [16] these constraints could be
learned from the displacement fields
encountered during bunch graph
matching to a large dataset of per-
sons.

For images taken under con-
trolled conditions the above de-
scribed system has performed
very well in the FERET and
Face Recognition Vendor tests
(see http://www.frvt.org/), demon-
strating that Organic Computing
methods are competitive with more
mathematically inspired ones. A fair
comparison with other face recog-
nition methods is far beyond the
scope of this article. Alternative
approaches include pattern recogni-
tion on pixel values, eigenfaces [11;
13], local feature analysis [10], and
morphable models [1]. From these,
local feature analysis relies strongly
on self-organization.

5 Segmentation

Although powerful the self-orga-
nized matching scheme alone can-
not cope with arbitrarily cluttered
images. Therefore, before recogni-
tion of a person can proceed, areas
with high probability of containing
a face must be identified. This is
done by dynamic combination of
cues like motion, predicted position,
rough facial shape, skin color, stereo
and depth, by a process that self-or-
ganizes the actual relative weighting
of the different cues, whose reli-
ability may vary strongly in time.
The whole system is capable of rec-
ognizing persons from a database
in real time while walking towards
a camera [5]. The self-organized
weighting of different cues is called
democratic integration [12] and is
well suited for robust segmenta-
tion of moving objects, with much
higher accuracy than a compara-
ble probability-based method [3].
Both Organic Computing methods
receive their robustness from self-
organization.

6 Future challenges
The most pressing problems for the
extension of the bunch graph tech-
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nique for face recognition concern
illumination changes, which must
be learned from examples given the
very complicated reflectance of hu-
man skin. Bunch graphs must be
empowered to acquire new know-
ledge in a self-organized way, and
the need for human interaction
and correction during their cre-
ation (required because of erro-
neous correspondences) will be fur-
ther reduced. In the long run,
a face representation will become
an active entity, able to decide on
the basis of real-world data and
user reinforcement when informa-
tion needs to be added or reorga-
nized.

In the more general field of ob-
ject recognition the unaltered bunch
graph concept is not successful be-
cause of the very different geomet-
rical structure of objects. Corres-
pondence finding between different
views of the same object works fairly
well, and a very efficient neural net-
work for object learning [15] has
also been implemented. A convinc-
ing integration of correspondence-
based comparison and fast retrieval
is currently pursued.

The organization of Gabor func-
tions into jets is only one possible
way of useful feature combina-
tions. Another neurobiology-based
one is the combination to so-called
endstopped cells. Integrating those
over a range of scales yields ro-
bust corner detectors [21]. They
are well suited as a basis for object
matching [7]. Features combining
neighboring Gabor responses are
better suited for background sup-
pression than jets [20]. The shown
examples are only a small subset of
feasible feature combinations. Se-
lection of more complicated ones,
which are appropriate for special vi-
sual decision tasks, can hardly be
driven by intuition alone but must
be guided by self-organization from
natural image and video data.
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